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Summary

Two preliminary test estimators of regression coefficient have been -
suggested in the linear model Y= Y + Bx + &, assuming (X,Y) to follow a
bivariate normal distribution. Preltminary test of equality of variances of
X and Y is conducted using Morgan's t-test|16] and suitable estimator
is chosen depending on the outcome of the preliminary test. Bias and
MSE of the proposed estimators are derived. Recommendations on the
choice of sample size and level of preliminary test are made on the basis
of numerical values of bias and relative efficiency with respect to sample
regression coefficient. _

"Key words' ! Linear model, Morgan's t-test, Wishart density,
Hypergeometric function, Beta function, Kamp de Feriet function,
Preliminary test. ‘

Introduction

After the leading paper by Bancroft [4], various preliminary test
(PT) procedures have been studied by Mosteller |{17], Han and
Bancroft [7], Al-Bayyati and Arnold [3], Ahsanullah [1] and others.
These procedures have been applied in regression analysis also.

One group of researchers have used PT to decide about the
number of regressor variables to be retained in the model (cf.
Kitagawa [11], Larson and Bancroft [13] (14], Kennedy and Bancroft
[10] etc. Another group of researchers used PT to judge the validity
of some prior knowledge about the model (Rahim [18]. Johnson, et.
al [9] have used PT of equality of two regression lines to decide
whether to pool or not to pool the second data also for estimating
the regression line for one data.set. Relative efficiency of the

_ Proposed estimator is obtained and recommendations on the choice
of levels of PT are made so that at least a specified efficiency is
attained. :
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‘Estimation of regression coefficient and intercepts after a PT of
parallelism of several regression lines has been considered by Han
and Bancroft [8] and Lambert et. al. [12]. Akritas et. al. [2] have
considered a non parametric approach to the same problem.

‘Shukla [26] has considered the case when two. random samples
of different sizes are available from two linear models, with X, a
known or contvolled variable and the dependent variable Y having
equal variance o’. '

In this paper the simple linear regression modely=y+ PX+ ¢
has been considered; assuming that (x, y) has bivariate normal
distribution with parameters pyx , Uy, ok, of, and p . Theestimate
of y (the variable under study), depends on the estimated value ofy
and B. Some times y may be such that its variability is of the same
order as that of independent variable x. For example, it is quite
possible that variances of length and breadth of leaves (say of plum
or beatle), the breadth and circumference of human head, are equal.

For such variables ox= oy so B= p. Hence the sample
correlation coefficient {r) seems to be an appropriate estimator of f.
However, though r seems to be appropriate, the m.lLe. of p, under
this condition turns out tobe 2s12/ (st + s2 ) (cf. Mehta and Gurland
[15].

If ox = oy the m.l.e. for B is the well known sample regression
coefficient b. In practice as one is not sure of the equality of
ox and oy, an uncertainty prevails regarding the choice of -an
estimator for p. So first a preliminary test of Hp: ox= oy is
conducted on the basis of available sample and the estimator is
chosen according to the outcome of the test. Two PT estimators
f and P have been proposed, using T and 2s12/(s? + s3)
respectively and integral expressions for the bias and mean squared
error (MSE) have been obtained. Series expressions have also been
obtained. In addition, numerical comparison of the two estimators
with the usual estimator b has been undertaken.

9. Proposed Preliminary Test Estimators

Consider a random sample (X1, y1), i= 1,2, ...Nfrom a bivariate
normal distribution with parameters px ., Wy. oz, of, and p. Let
y=y + B x+ ¢ be theregression model and it is desired to estimate
. In practice one may suspect the equality of the variances from the
nature of the data. So firsta testof Ho : o% = oy may be performed
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toresolve the uncertainty, using the t-test suggested by Morgan[16].
This test rejects Hp at level a if

(si - s3) VN-2
’ %)

],
2<s"{ s3 - sfé)

> te
o L L3

2 2 2 _ 4 2
where s? = N 121 - X", s3= N E oi- ¥,

N N N
1 — - 1 - 1
512=ﬁ2 - 0-y) . X=§2,x1v Y=EEY1

and to/2 is the upper 100a/2 percent pomt of students’
t-distribution with N-2 d.f.

IfHo is rejected the usual sample regression coefficient b is used.
If Ho is accepted the sample correlation coefficient may be used
because it is an estimator of p. So the first estimator of f is proposed

as

ﬁ r if Ho : ox= oy is accepted

' b otherwise
S12 (s1- s3)N- 2 t
—_— <
S152 2 (s1s5 - st)” &
s
—122 otherwise
s (2.1)

As m.le.s have many optimum properties, one may use
2812
(s7 + sB)
in efficiency. So a second estimator of § may be proposed as

instead of r, if Ho is accepted with the hope of larger gain

2512 if (s1- s)N- 2 t
i <
2 2 2 2 2\ /2
,' sis2 2 (s1s2 - s12)
f b=
S12 .
—5 otherwise

s (2.2)
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3. Bias and MSE of Estimators

For evaluating the bias and MSE of B and f§ one may use the
following result :

Lemma. Let T, T; and T, are functions of random vector X with joint
p-d.f. p(x) such that

T, if XEA
Ty - otherwise
Then

B(T) =E(Ta)+ . .. [ @ - Ty) p® dx 3.1)

Proof : It can be easily seen that

E(T):f.A. J @) p@dx + [...f (T p® dx =rhs. of (3.1).
A , : :

Both ﬁ and f§ are of the same form as T with A replaced by R, the
acceptance region of Ho. The joint density of si, s%, sig is given
by the Wishart density (cf. Mehta and Gurland (1969)

f(s} . s5., s12)= K(st s3- 312)2(N o

1 a1 S s3 . S
exp | - - N(I - — + - 2p——
p[ 2 ( P of oy ] chy]..
where '
. N-1
K= ' . vy
4n [(N-2) [0} oy (1 - p)f (3.2)

Hence using (3.1) one can write

£(h- (slz) f” (:1;2)( ?)f(s’f,s%slz) ds? ds3 ds,

- E®)+ [ = B+ [ (83

Aoy sz (1 1
E(f%)=E(®) +f[f —S},L{Z (s—% - —2{) f(s?, s, 510) ds} dsj ds)»
R

]
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Cpat .l S -0 o, ,
B + AN-3 Pk (3.4)

) 1
E(B)= E(b)+f_£f S12 (m - s_%) fis1, '52 s12) ds] dsj ds)»
“EMb)+ J{= B+ J]  (3.5)
@ = BEGY + | [f s ((S - S—ll) (s, 3, 512) ds? ds3 ds,

2 2
_od-p,
E(N-3) Po+ Js (3.6)

Applying the transformations TR; and TR, given by

2810
TR, : u= —212 . v=si+ s} and w= s}
. Sl+ 82 (37)
1
TRg : u=u, v=v and w= 5 v(1’+t\/1—u2) (3.8)
successively on I} in (3.3) we get
) h 1 =
I = 2N_ i) [ [ e )v? exp[ -a g (u t) vl dv du dt
~h-10
where
1 1+ t Vi u?
_ 123 |1
%a (U )= u (1w [1 {1- tm} }
(L= 901 -1 - uyr™,
: oy 2 [ op
Ps (1, t) = d+ c tVIi- u2+gu,a= Na (1-p%ol, d= \1+ —= |
O'y .
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o2 -
c= —’2‘-1,g=_3£—°—xandh2=7_‘iﬂ_
Oy Oy tae + N-2 (3.9)

Integrating innermost gamma integral w.r.t.v and substituting t=hz,
(83.9) can be Teduced to even more convenient form for
Gauss-quadrature formula as

KI‘(N—l)hff ps (u, hz)

Ill 2N-2 N-1 dudz = Ck Il y

2(1 2) %N_l
_2 |O -
Cy= (N-2) 9gN-2 {X_GZL}

y (8.11)

ajls

_Thus integral expression for bias of ﬁ is obtained. Following same -

lines after applying TR; and TRz on I3, Ji and J3 integrating over
v as gamma integral and substituting t=hz

% ge(u hz)
dudz= C1,,
ff [pa (1, hz)I¥? k2 (3.12)

. |
Jl——hckff _erha) e ko4

(g (u, (4 (u, hz)*! (3.13)
* ¢ 9g(u, h)
Jj= —hC 8 M _dudz= -h CiJ
27 kfl J lopa (u, h2)T™? B4

where

Pett, = w3(1= uHz ™ (1- 920 9 G;W—__—T “}:3 - 1)(1- VI-w) "

oru, B = 1 (1w ™9 (- 1) (1= 259 (1- vI- W)

Ga(tt, 1) = w(1- w9 (- 1) (1- 2R 9@- vVI- w)(1- VI- W)

(4 (u, hz)[M? 810

S,
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(3.12) gives the integral expfession for bias of B.
Now MSE() = E(- 8 = E() + 8- 28 E®).
Using (3.3), (3.4), (3.10) and (3.12) integral expression for
oy (1= p%)

MSE(f) = —Y——+ck12-2p( )Ckll

ox (N-3) (3.15)

‘and from (3.5), (3.6), (3.13) and (3.14) intégral expression for

(3.16)

: 2
.MSE(B)__%%) h Cy Ja +2p( )hcle

Series expressions can also be obtained by expanding
expl- ag4(u,t)v] before integrating on v. The expressions are quite
lengthy so are glven in Appendix alongwn:h their der1Vat10n

4. Relative Efficiencies of BandB.

Let e; and e, denote the relative efficiencies of [3 and B \mth
respect to b. From (3.15)

oy (1-p*) |
el VO 0% (N- 3)
L= MSER) T o (1- p?)
EN_g) " OGNy
and from (3.16)
oy (1- p°)
oy VO 2 o2 (N- 3)
MSEP) o2 (1-p%
m—h Ck Jg + 2p (0y/0x) h Cy Jy

Thus integral expressions for relative eﬁ1c1enc1es of [3 and f with '
respect to b are obtained.

5. Numerical Findings

To calculate bias and efficiencies of the estimatiors ﬁ and f§ the
integrals I, I, J; and J; have been evaluated -by applying 20 points
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Gauss-Legendre quadrature formulae of the inner and the outer
integrals. _ ,
The numerical values of the bias and efficiencies of the two
. 2

. estimators have been obtained for N= 5, 10, 20, 30; -0—’2‘ = .25(.25)
. o

. y .
1.50, 2.00, 4.00; p = 0.00, = 0.10, + 0.25, + 0.50, = 0.80; a = .05,
.20, .50 and .80. - o :

The efficiencies of the two estimators for + p are the same as that
for —p and the biases of the two €stimators for + p is negative of that
for —p. The tables are quite extensive so only two tablles have been
given showing bias and efficiencies of § and B for N = 5 and N=30.
Table 1 shows the bias for negative values of p and Table 2 shows
the efficiencies. S

It is found that for p = 0, both the PT estimators are unbiased
for B. This is clear from,(3.9) and (3.13) because integrand becomes
- an odd function of u when g = 0. Nature of bias of both the PT
estimators is identical. Bias decreases with increasing oo and N, and
decreasing magnitude of p. Bias is quite small except for small
sample size and low value of a.. So if sample size Ns 5, « should be
preferably greater than or equal to .50.

2 .
If % = 1.25 bias of B is usually less that that of . Thus, in the
y
case of inequally of the variances if o2 is suspected to be larger, use
of B reduces the bias.

The variation of efficiencies of the two estimators is also more or
less identical. :

Both the estimators are more efficient than the usual estimator
2

ifoyx = oy for all N, a and p. For the value of 2% = 1.00 and 1.25, the -
A oy

efficiency of § decreases with increasing a, whereas for a given a, it

decreases with decreasing value of |p |. Efficiency of B in this case

also varies almost similarly except that for N =5, it again increases
2

after = |p| .5. For other values of 0—’2( , if for a = .05 efficiency <1, it
G

increases with incfeasing.cx and if efficiency >1, it decreases with
a. For a given a.., in this case the efficiency increases with decreasing
value of: [p|. The efficiency of both the estimators is highest if
. Ox = Oy for all N, and this decreases with increasing N (except for
p==.8)
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2

It is found that f is more efficient than f if % <1 and |p]| is
' y
large. This range over |p| increases with increasing sample sizes.

Thus if o2 is suspected to be larger, use of B will be more beneficial
from efficiency point of view also.

If |[p|s.10 both the proposed estimators are preferable to the

usual estimator 1f — = 1.00 with ahy value of a.
oy
For small samples (N= 5) the eﬁiciency is generally larger than 1
if |p| is not very large and — Is not very large.
oy
Increase in N, though increases the highest eﬁiciency but it

narrows the range of |p| and -0—2 where the estimaators are more
y .

efficient than b. .

6. Recommendations. ,

On the basis of the above numerical findings we recommend that..

(1) Both ﬁ and § may be used with advantage with relatively
smallN and a i. e. for N 10, o= .20.

(i) If o2 is expected to be larger than o, B should be preferred

to B. ﬁ should be used if o2 is feared to be less than aj.

(idi) In case the reduction in bias is considered more
important, a > .50 should be chosen.

(iv) If |p| <.10 and o? is expected to be smaller than oy any
value of o may be chosen for gain in efficiency.
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Table 1. Bias of f and B

11

N=5
0,%/03
a p .25 .50 75 1.00 1.25 1.50 2.00
_80 .32 .24 13 31 -3(1) -8(1) =13
: .38 .20 .16 B(1) -3(3) -4(3) -.8(1)
' .24 .16 18(1) -3(1) -.6(2) -3(1) -7(1)
05 =50 29 20 12 B .2(1)  —4(2)  —-4(l)
-10 5(1) 0 -.3(1) 2(1)  -.8(2) 2(3) =52 -11)
: .6(1) .401) .2(1) 1(1) 7(2) A1@2)  =12)
80 7(2) (1) A0 3(2) -42) -82) -1(1)
’ .8(2) .2(1) ) 712)  -6(3) -5(2) -8(2)
50 50 .8(2) ) .8(2) 3(2)  -9(3) -4(2) -86(2)
’ : .9(2) (L) (1) .6(2) 2(2) -9(3) -.4(2)
10 .2(2) .2(2) 2(2) .7(2) -138) -6(3) -.1(2)
. .2(2) .3(2) .2(2) 12 .6(3) .0(4) -.6(3)
.80 .3(3) 8(3) .7(3) ..2(3) -2(3) -53) -6(3) |
: .3(3)  .9(3) 9(3) -4(3) -94) -3(3)  -4(3)
80 _50 .4(3) .6(3) .4(3) 2(3) -13) -2(3) -.4(3)
) : .4(3) .7(3) 6(3)-  .3(3) A3) =13 -2(3)
10 .1(3) .1(3) .1(3) .0(4) .0(4) 04) =13
: 1(3) .2(3) 13- .1(3) 0(4). _.0(4) -.0(4)
N =30
o 2/ .
~a p _-25 .50 75 1.00 125 1.50. 2.00
_go 44 2 8] 42) -5 -5 -21)
: 0f4)  .3(1) J7(1) 72)  —4(1)  -5(1)  -2(1)
05 5o 2@ 5(1) .5(1) 5(2)  =3(1) =5(1) -4
) : 2(2) . . .5(1) B 420 =3(1) --4(1) -3(1)
_10 .1(2) (1) () @2 -82) -1 ~-9(2)
: .1(2) 1) .1(1) 22y -.5(2) -.8(2) -.8(2)
_80 T7(7) .4(3) 4(2) 48] -.4(2) -32) -.3(3)
: 8(7) .43 .4(2) 7(3)  -4(2) -2(2)  -.3(3)
50 _50 .9(5) .2(2) .4(2) 4(3)  -3(2) -3@2) -1
: .1(4) 2(2) . .4(2) 8(3) -2(2) -3@2) -1@) |
-10 .8(5) .5(3) .8(3) .1{3)  -5(3) -73) -.4(3)
Iy Y .9(5) .5(3) .9(3) 2(3) -.4(3) -.6(3) ' -.4(3)
_80 28) .2(4) .2(3) 24) =23 -13) =14
P . .2(8) .2(4) 2(3) A4 —203)  -.1(3)  -.1(4)
80 \ _50 .3(8) 7(4) .2(3) 34)  -2(3) -2(3) -T74)
X : .3(6) 8(4)  .2(3) 5(4)  =1(3) -2(3) -7(4)
, 10 .3(6) .2(4) .5(4) 75)  —3(4) ~-4(4) -.2(4)
) .3(6) .3(4) .5(4) A(4)  —34)  —4(4)  -2(4)

Note: 1. In each row and column, first value is Blas[ﬁ) and second one is Blas(ff). -

2. Integers in bracket are the power of 10 by which the

to be divided.

preceding value is
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Table 2. Effictencies of ﬁ and f§

N=5
o2/0}
o P .25 .50 75 1.00 1.25 1.50 2.00 - 4.00 °
l 80 72 ..99 1.35 1.53 1.45 1.25 .88 .42
: .65 .90 1.27 1.50 1.49 1.34 1.04 .62
05 5o 108 129 137. 134 125 115 .96 .58
) 1.05 1.2_9 1.41 1.42 1.36 - 1.28 1.11 .78
10 1.26 1.40 1.38 1.30 1.20 1.11 .95 .63
' 1.30 1.48 1.49 1.43 1.34 1.26 1.12 .83
80 .99 - .98 1.00 1.03 1.03 1.02. -.99 .85
B .98 97 1.00 1.02 1.03 1.02 1.00 .97 .
50 50 1.00 1.0_1 1.0_1 1.02 1.01 1.01 1.00 .97
' 1.00 1.01 1.02 1.02 1.02 1.00 .98 .08
1(') 1.01. 1.01 1.02 1.01 - 1.01 1.00 .99 .97
. 1.01 1.01 1.02 1.02 1.02 1.01 1.00 .98
go 100_ 1.00_ 1.00 '1.00 1.00 1.00_ 1.00_ 1.00_
. 1.00__4 1.00_ 1.00_ 1.00 1.00 1.00 1.00 1.00_ -
.80 5o 100 100 100 1.00 100 100 1.00_ 1.00_
: - 1.00_ 1.00 '1.00 1.00 1.00 1.00 1.00 1.00_
o 100 'L00O 100 100 1.00 1.00 1.00_ 1.00

~1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00:

Note : In each column against a value of p, the first entry is e; and second one
s eq.

- '’ Indicates actual value below 1 (becomes 1 after rounding to second
decimal place). :
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.APPENDIX -
Series Expressmns for Bias and MSE .

Lemma 2.1 :

If = 12 C }j e 1) B [ G+ 1) B(njl— . Q- 1/2)
=0 =0

1:2;1 ( jk Y2, ny - L p;
F - . h,n?
‘ 1:1;0 | jl+ Ling; -
1:2;1 (31,0, -1 p;

-F : - h%n?
1:1;0 Jl+ Linggs -5

1:2;1  ( 32: 1, ny; ps

(Jo.qrj ) F H% h? | ]
J+2 1:1;0 j2+ 1:ingg; -
where s=9—’2‘.
. o
N-2 g L N-1 . r
oo 270-p%Y0 S c_1"(N+r-1)( 20)" VS
1= N-2 1+S| ' 7 T(r+ 1) 1+S
1

er=(r)(_2p)—j(_s__) ’ qr_]= r__12+3 ’ njl='¥v .

oo Nered =it _4-N ) - 1 if{r-j) is odd
nT T AT PR AE 0 otherwise
1:2;1 fp.qr;
F .. hh
1:1;0 | f+1:s;-; -

is the Kamp de Feriet function (cf. Rainville [19]) -

oF1 (a, b; ¢; X) and B(a, b) are the hypergeometnc and the beta B
functions respectively.

The exponential term in (3.9) is expanded in series form before
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. solving inner most integral in v as gamma integral. Next putting
u=cosb and using results from Gradshteyn and Ryzhik [6] pp 286
and 389 on the two terms in inner integral on 6, we get integrals on
t* with range as (O, h?).

Result on page 193 in Exton [5] is applied now and the stated
result in Lemma 2.1 follows. - .

Any further details may be furmshed by the first author on
request.

Lemma 2.2 :
= . d IS '
L=C{Yy C Y Cyl-1m) by [ G+ 1) Bloy-1. gy
=0 30
1:2;1 11, nyy - 1; ps
F , n?, n*
1:1;0 | jl+ 1l:ngp; —;
2h 1:2;1 ( j2: 1, ny; p; 2 a
-2 B a) F N h? h
1:1;0 j2+ 1:ngg; -
1 1:2;1 [ J3:2, ; P; ,
T 3 B(n,. qxj) F _ : h% h
- 1:1;0 §j3+ 1: ngy; -

Proof is similar to that of lemma 2.1.

Expressions for J{ and J3 also follow similarly.




